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ABSTRACT

Text classification is a process that includes stages and approaches for the effective classification
of texts that are diverse in their structure. In this article, machine learning algorithms are
implemented, such as the support vector method, logistic regression, and the k nearest
neighborhood method for classifying texts collected from emergency news sites in Almaty. During
the experiment, a special role was played by the data collection stage, as well as their subsequent
processing. Prior to the classification of the data set, preliminary data processing was performed,
which includes such steps as the removal of stop words, tokenization, stemming, lemmatization,
feature extraction, and the construction of feature vectors. The data was obtained by automated
collection of information from open sources using a script. Experimental results show that the
classifier based on logistic regression provides the best performance results compared to other
types of algorithms. The performance indicators of each algorithm were obtained, which allows us
to perform a comparative analysis between them.

Keywords: machine learning, text classification, support vector machine, logistic regression, KNN,
NLP, preprocessing, emergencies.
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Introduction

On the Internet, the amount of data in the form
of text is increasing every day, that leads to the
necessity for studying and processing of this
information. Basically, the texts are unstructured,
but there is data that can be classified as partially
structured, they include email messages, blogs and
chats on social networks, articles on news sites,
electronic libraries, etc. This alignment requires
timely collection, monitoring and correct
classification of the incoming information flow [1].
While classifying texts, the correct and fast work is
required. It achieved by training on a pre-classified
data-set. After training the classifier, the selected

algorithm will properly categorize the provided data
[2].

Science covers a large number of articles and
researches based on theoretical evidences. Quite a
few studies are devoted to the practical evidences of
text classification. In the article [3], classification
algorithms were applied on the database collected
from social articles, consisting of unstructured and
raw texts.

The authors used ten algorithms, five of which
are based on machine learning methods, the rest are
vocabulary-based. The authors came to the
conclusion that almost all classifiers work correctly
when classifying English texts, but when classifying
foreign texts, more time and effort will be required.
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The article [4] implements a classifier of a
foreign language text. On a database consisting of
texts in the Persian language, classification methods
based on machine learning were applied. In this
article, support vector, logistic regression, and k
nearest neighborhood methods were used and
compared. The k nearest neighborhood (KNN)
method is a metric classification method based on
machine learning. The selected sample is classified
by calculating the distance of this object from other
samples. If the distance is the minimum threshold
value, the object is assigned this class. A large
number of positive characteristics stand out, such as
a simple theoretical basis, the ability to select
metrics to increase efficiency.

Support Vector Machine is a supervised machine
learning method. In this method, with the help of
calculations, the optimal hyperplane is found, which
divides the data set into several classes. The
definition and application of this method is
described in the article [5].

The logistic regression method is a supervised
machine learning method. This algorithm finds the
optimal hyperplane. This hyperplane will divide the
test set into classes [6]. If the value of the target or
target variable is of a categorical character, it is
advisable to use the logistic regression algorithm. In
the article [7], the authors consider the method of
logistic regression largely theoretical, exactly the
basic formulas for calculating the position of the
hyperplane, advantages and disadvantages.

The research work [8] provides a model for
classifying textual data in English. This work
indicates the stages of data collection, text
preprocessing, vector representation of text, as well
as classification algorithms based on machine
learning. Through a comparative analysis by metrics,
we choose the most effective machine learning
algorithm. In the article [9], the classification was
carried out between unlabeled data and data with a
positive class.

As a result, the authors obtained a classifier that
separates the new data set into a positive and
unlabeled class. The main feature of this article is the
moment of selecting parameters for each algorithm
separately, which gives excellent results. The work
[10] represents a number of articles on the topic of
text classification. The best and most significant
results in this topic are indicated. When categorizing
text by topic, it is necessary to highlight a number of
words that are suitable for describing each class. The
article [11] demonstrated the methods by which this
goal is achieved. More and more information is
being accumulated in social networks, and email

plays an important role among them. In the article
[12], such methods as SVM, classifier based on
neural networks, J48, classifier based on naive Bayes
are used to categorize texts received by e-mail. The
data set consisted of unnormalized spam and non-
spam messages. A feature of this article is that a
simple classifier based on J48 showed the best
results, although it is based on building a binary tree.

In the article [13], the authors noted that the
main factor of correct classification is the
presentation of the text. During the classification
process, four methods of text representation were
compared, such as phrases, RDR, key words, and N-
grams. To increase the efficiency indicators, it is
worth sorting out these methods and choosing the
best one. Many of us notice that information on the
Internet and social networks is becoming more and
more personalized. The research paper [14] deals
with news collected from newspapers. Thus, each
person receives the information in which he is
interested.

2. Materials and methods

2.1 Problem statement and data

Here considered the emergency situations of
technogenic and natural character of Almaty city.
Data on emergency situations were collected from
the news site https://tengrinews.kz, then a data
table was compiled for them.

The used dataset consists of a classification of 4
types of news about emergency situations. They are:

- Road traffic accidents are events involving
vehicles, as a result of which people or
environmental objects died and suffered, namely:
cargo, structures, property, etc.

- Flooding is an event that carry the nature of
submersion the environment as a result of a rise in
the water level in a local river, sea, lake due to such
causes as rain, congestion, snow.

- Afire is an event in which an uncontrolled fire
occurs, which entails material damage to a person
and his property.

- An earthquake is an event in which tremors and
vibrations occur during various interventions in the
earth's crust.

The dataset has 1712 lines and 3 columns. Each
line represents specific events, and each column has
different indications of those events. Each line of the
data set contains the following fields:

- Data-date of news publication;
- Content-content and description of news;
- Category-category of the event.

— 4 —/———
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2.2. Text classification

In the course of work the categorization of the
text, several stages were performed. Figure 1 shows
the general structure for categorizing emergency
news articles. Depending on the goal and
preferences of the performer, as well as the
expected result, the steps may change, but the
overall structure remains the same. As texts,
documents can be selected the data from open
sources or collected manually. The preprocessing
step can be omitted if necessary or have a different
structure.

In this study, special attention is paid to this
particular stage, since the data has irrelevant
elements and noise in the form of html language
characters. The stages of indexing and feature
selection cannot be skipped when classifying text
using machine learning algorithms. The fact is that
machine learning algorithms cannot accept natural
language data, which leads to the need to bring the
data into some numerical form to train the classifier.
These stages are interconnected and perform the
transformation of the text into a numerical form.
Text classification algorithms can be probabilistic for
example Naive Bayes, metricc k nearest
neighborhood algorithm, logical: decision tree,
linear: support vector machine, logistic regression,
neural network-based methods: RNN, CNN.

Mlamual text
processing

Text
preprocessing

I

Indexing

I

Feature selection

Classification
algorithm

Data collection

Evaluation }—

Figure 1 - Stages of text classification

2.2.1 Data collection

The website tengrinews.kz was chosen as the
data source. The web scraping program is written in
Python. And there are used libraries such as
BeautifulSoup, requests, fake-useragent, as well as
regular expressions. tengrinews.kz is a news website
of Kazakhstan that publishes information about
events on various topics [15]. For the classification
of texts on emergency situations, the topics of traffic
accidents, fire, earthquake and flood were

considered. In the process, a request of the type -
get was executed.

For a visual demonstration and ease of
perception, a site in the Python language was
designed. From the numerous sets of frameworks
provided by this language, was chosen the Flask
framework.

Figure 2 demonstrates a significant site for data
collection. To collect identification to identify
identified cases of dangerous situations. As a result,
the database contains an xIs file.

» C @ 1270.0.1:5000

Select the type of emergency

Figure 2 - Site for data collection

Table 1 provides general information about the
collected database

Table 1 - Database information

Volume 6,07 MB
Number of columns 3
Number of lines (news) 1712

2.2.2 Manual processing of the text

When classifying text without manual
processing, the performance indicators of the
selected machine learning algorithms were low, and
during the derivation of a set of features related to
each category, these features did not accurately
describe the category data, which prompted us to
take the process of collecting data manually. Manual
processing was carried out in an environment for
working with spreadsheets excel. We sorted the
news and filtered out irrelevant news into
categories. It was necessary to collect data on other
settings. As a result, the data was ready for software
processing.
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2.2.3 Preprocessing the dataset

Text pre-processing is a technique implemented
during the initial stages of text classification systems.
This stage is obligatory and may have a different
structure depending on the tasks set.

Text pre-processing is the actions that must be
performed when working with text in order to bring
the text into a suitable form for further work. This
process may change depending on the task and
preferences.

- Convert text to lowercase;

- Partial or complete removal of numbers;

- Removing punctuation and punctuation marks
in the text.

- Tokenization;

- Remove stop words. Such as connecting words,
prepositions, conjunctions, interjections;

- Stemming;

- Lemmatization;

-Vector representation of
CountVectorizer and TF-IDF.

When converting letters to lowercase, the
ready-made language function lower () was used.
Regular expressions were used to remove
punctuation and punctuation marks, as well as to
remove unwanted symbols and numbers. All of
these manipulations on texts were placed in a
function that we used repeatedly throughout the
experiment. Tokenization was performed by a
ready-made function, which makes it possible to
quickly complete this stage. For a large amount of
data, it is also necessary that the words have the
initial form, which leads to the fact that the
dimension decreases and the speed of the program
execution increases.

Morphological analyzer pymorphy2 written in
python converts words to normal form and returns
the grammatical basis of words. This library is quite
fast and uses the OpenCorpora dictionary. To
remove stop words, we used a dictionary from the
nltk library designed to perform all natural language
treatment processes.

words  using

2.2.4 Indexing

Indexing is the process of converting text into
numbers. Achieved using different models. For this
work, the “bag of words” models was tested. As a
result, the model calculated the weight of each word
in the overall text. H ereinafter, indexing is necessary
for the selection of features.

2.2. Feature Selection
One of the main stages in the text classification
system is the stage of feature selection. In the

process of performing this stage, factors such as the
number of keywords, the correspondence of
features to each category were taken into account.
With a large number of unigrams, the system is
considered ineffective. Table 2 presents the results
of the work on the selection of features.

Table 2 - Unigrams and Bigrams

fire flood Earthquake road
accident
Uni- burn, thousand, underground, | Car
gram ignition, | level, epicenter, crash,
fire, river, push, police,
firefight | water, magnitude, car,
er, flood earthquake driver,
flame road
accident
Bigram | tremor, earthquake, magnitude

2.3 Algorithm of classification

When performing this stage, the data is divided
into test and training samples, the training data is
used during the training of the algorithm, the test
data is used to evaluate the efficiency of the
classifier. In this work, machine learning algorithms
such as k nearest neighborhood algorithm, logistic
regression, and support vector machines were used
to classify news about emergency situations.

2.3.1 K nearest neighbor (KNN) method

The knn algorithm consists of two stages:
training and classification. During training, the
algorithm remembers the vectors of each
observation feature, in our case, the text, as well as
the class labels of each object. It is necessary to set
the parameter k, which is responsible for the
number of neighborhoods required for object
classification. During the stage of classifying an
object for which a class label is not specified,
neighborhood is determined and classification takes
place based on these calculations [16].

2.3.2 Support Vector Machine (SVM)

Support Vector Machine is a supervised learning
method that is known to be successful in a wide
variety of applications. The high generalizing ability
of the method makes it suitable especially for large
data such as text. The principle of operation of this
algorithm is to find the most correct hyperplane
(line) that will divide the data into two or more
classes. The algorithm receives at the input a certain
set of classified data for training, after which, when
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submitting unclassified texts, it outputs a class based
on the separating plane [[17], [18]].

The advantages of the algorithm:

- trainability of the algorithm even with a small
data set;

- the quality of the algorithm execution.

Disadvantages:

- problems in the presence of an outlier in the
data;

- Difficulty in selecting parameters.

2.3.3 Logistic Regression Method (LR)

During the research work, it was decided to use
multinomial logistic regression, due to the fact that
the number of classes is more than two. Multinomial
logistic regression is a variation of regular logistic
regression, but in which the number of categories is
greater than two. In our case, the number of
categories in the dependent variable is four. In this
algorithm, for each class in the number of the
dependent variable, it is necessary to construct an
equation as in binary (binary) logistic regression.
One of the categories becomes the main pillar, the
other categories of the dependent variable are
compared with it [[19], [20]].

Advantages:

- has incremental learning.

The disadvantages of this method are similar to
those of the SVM algorithm. Based on this
information, these methods were selected for
research and classification of texts on emergency
situations.

2.5 Research data analysis

Before proceeding with the preliminary
processing of a data set, it is advisable to conduct a
research analysis of the data obtained. In text
classification, the main problem faced by a large
number of studies is the imbalance of data. This
means that the data has the same amount across
classes. Let's say if there are two classes and 95 ways
tof processing unbalanced data. The first method
assumes undersampling the majority class and
resampling the minority class.

The second method implies the use of other
metrics to evaluate the error, such as fl-score,
recall, precision. When we analyze the data, we have
indicators in the form of percentage of observations
corresponding to each class. Figure 3 shows that the
classes are balanced, so we did not use methods to
compensate or remove the sample.

The next variable is the length of news by
category, the diagram shows the distribution of
length by category. From Figure 4, we can see that
all four categories of emergency situations are
almost the same length from 1000 to 2000 symbols.
But news about a fire has a little more symbols, and
news about an earthquake, on the contrary, has less
symbols compared to other categories.

road
accident

fire

flood

earthquale

Figure 3 - Percentage of the number
of news by category
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Figure 4 - Length of news by category

Results

For correct classification, it is necessary to take
into account the aspects of dividing data into train
and test. As practice shows, it is best to divide the
data in proportions of 20% to 80% or 30% to 70%.

Data consisting of texts about emergency
situations are divided in the proportions of 20-test
and 80-train. Further, on this data, machine learning
algorithms were used and the results of the
effectiveness of each of them were provided. The k
nearest neighborhood algorithm is calculated using
the Euclidean distance. The number of
neighborhoods affects the efficiency, so during the




Complex Use of Mineral Resources. 2023; 327(4):23-31

ISSN-L 2616-6445, ISSN 2224-5243

experiment, their values were chosen according to
high rates.

As shown in Figure 5, the classifier determined
the class of the 97 texts correctly. The values 1, 1, 3
in the first line indicate that the classifier made a
mistake 5 times in the course of work.

0

Figure 5 - KNN- confusion matrix

The metrics reflecting the efficiency of the
classifier are shown in table 3. The highest indicators
were obtained with the number of neighborhood
equal to 8.

Table 3 - knn algorithm indicators

KNN Accuracy | Recall Precision | F1

6 0.92128 | 0.92062 | 0.91270 | 0.91517
3 0.91253 | 0.91021 | 0.90863 | 0.90879
8 0.93294 | 0.92842 | 0.92488 | 0.92597

The support vector machine, as well as the k
nearest neighborhood algorithm, has reached high
values. In this method, the parameter, called the
core, was chosen as linear. In addition to the core,
the value of the “C” parameter was adjusted, which
is equal to 0.1. The effectiveness of this method was
evaluated using the same quality metrics, the
indicators of which are shown in Table 4.

Table 4 - Indicators of the SVM algorithm

Accuracy | Recall Precision F1

SVM | 0.96209 | 0.96179 | 0.95253 | 0.95658

In the Figure 6, you can see that the support
vector classifier correctly classified 98 out of 102
texts in the first category.

1 0 3
1 1 1
1 O 3
0 1 1

Figure 6 - SVM - confusion matrix

The results of the logistic regression method
showed the highest values, which can be seen in
Table 5 and the figure 7.

Table 5 - Indicators of the LR algorithm

Accuracy | Recall Precision | F1
Logistic | 0.97667 0.97452 0.97452 0.9734
Regress
ion

Figure 7 - LogisticRegression - confusion matrix
Conclusion

The aim of this article is to collect information
about emergency situations and the subsequent
classification of this data. Several methods of
machine learning were chosen as algorithms.

- Data collection was carried out from the site
tengrinews.kz.

- A text pre-processing process was performed,
which includes the steps of clearing and converting
the text to a number format.

- Before program processing, manual text
processing was performed in the excel environment.

- We checked the set of features describing each
category using the "bag of words' method.

- Comparing the methods of support vector
machines, logistic regression and k nearest
neighborhood , we came to the conclusion that
logistic regression is in many ways superior to other
machine learning algorithms. For comparison of
methods, were used the metrics such as precision,
f1, score, accuracy, recall.
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- We compared methods such as logistic
regression, k nearest neighborhood , support
vector

machine. According to the result of the study, all
three methods: support vector machine method,
nearest neighbor method and logistic regression
gave good results, but logistic regression is superior
to other machine learning classification algorithms

for the collected dataset. Method comparisons were
achieved using metrics such as accuracy, precision,
recall, f1 measure.
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Anmartbl KanacbiHAAFbl TOTEHLE KaFaainapbl 60iibIHIWIA MATIHAEPAI XKiKTey

'Angupos M.E., ©"Acan XK.}K., 2Nopembri S., 3Ceitnxan 9.M., *Mbip3axmeros A,.E.

19n-®apabu ameiHOarsl Ka3ak yammelk yHugepcumemi, Aamamel, KazakcmaH
2 fozbakapma Memnexkemmik YHusepcumemi, Miozbakapma, MHAoHe3us

3K.K.}KybaHos ambiHOarsi AKmebe EYY, Akmebe, KazakcmaH

Makana kengi: 24 xcenmokcaH 2022
CapantamagaH eTTi: 18 kaHmap 2023
Kabbinganabl: 31 kaHmap 2023

TYRIHAEME

MaTiHaepai XKikTey-6yn KypblabiMbl 6OMbIHILA IPTYPAI MITIHAEPAT TMIMAI KiKTeyaiH KeseHaepi
MeH TacinaepiH KaMTUTbIH npouecc. byn makanaga Anmatbl KanacbiHblH, TOTEHLUE Kafaannap
JKOHIHAET KaHaNbIKTap CalTTapblHaH XUHANFAH MATIHAEPAI KiKTey YLWiH TipeK BeKTopaap aaici,
NOTUCTUKANBIK PErPECCUA, KaKbIH KepLuinepain, k a4ici cuAKTbI MalMHaNbIK OKbITY anroputmaepi
Ky3ere acbipbinagpl. Taxipube bapbicbiHAQ AEPEKTepAi KMHAY KeseHi, coHAal-aK KeMiHHeH
onapabl eHaey epeKlle pen aTkapAbl. [epeKkTepaiH, KUbIHTbIFbIH KiKTeyaeH bypbiH aepekTepre
angplH-ana eHAey XKyprisingi, ofaH cTon ce3gepiH anbin TacTay, TOKEeHM3aumA, CTEMMMHT,
nemmatusaumn, benrinepai any, 6enrinepaid, BEKTOp/AapblH Kypy CUAKTbI Kagamgap Kipeai.
[epeKTep apHalibl CKPUNT KeMerimeH aBTOMATTbl TYPAE »KaHANbIKTAp CalTbiHAH asblHAbI.
IKCNEePUMEHTTIK HITUXKeNep NIOTUCTUKANBIK PerpeccusafFa HerisfenreH XKikreyiw anroputmaepaiH
6acka TypnepimeH canbICTbipFaHAA €H XaKCbl OHIMAINIK HaTUXKenepiH BepeTiHiH KepceTeai. 9p
ANTOPUTMHIH, TMIMAINIK KepceTKiwTepi anbiHAbl, 6yn onapabiH apacbiHAA CanbiCTbipManbl Tangay
»Kacayfa MyMKiHAIK Bepegi.

TyiliiH ce30ep: maluMHaNbIK OKbITY, MITIHAEPAI KiKTey, TipEK BEKTOpAap 34iCi, NOTMCTUKANbIK
perpeccus, KNN, NLP, angpiH-ana eHgey, ToTeHwe Kafaannap.
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AHHOTALUMUA

Knaccudukauma TeKCToB — 3TO MpOLLECC, BK/OYalOWMIA B cebs aTanbl M noaxodpl Ans
3 deKTMBHOM KnaccudrKaumMm pasHOBUAHBIX MO CBOEN CTPYKType TeKCToB. B gaHHOW cTaTtbe
peanusyloTca anropuTMbl MAWMWHHOTO OOYyYyeHWs, TakMe Kak MeToZ OMOpPHbIX BEKTOPOB,
norucTuuyeckas perpeccus, metog k 6avkalwmx cocepert Ans  KnaccuduKauum TeKCToB

Moctynuna: 24 dexabps 2022 COBpaHHbIX C HOBOCTHbIX CaliTOB MO YpPe3BblYaiHbIM CUTyaLMaM r. AmaTbl. B xoae akcnepumeHTa
PeueH3upoBaHue: 18 aHeaps 2023 ocobylo posnb urpan atan cbopa AaHHbIX, @ Takke MX nocnegywowas obpaboTka. MMepeps,
MpwvHaTa B nevatb: 31 AHeaps 2023 KnaccuduKaumen Habopa [AaHHbIX Npov3BoAWNach npeaBapuTesbHas 06paboTKa AaHHbIX,

KoTopaa BK/OYaeT B cebA TakuMe 3Tanbl KaK yAaneHWe CTOM-CN0B, TOKEHM3ALMA, CTEMMWUHT,
NeMMaTM3aumMA, U3BJEeYEHUE NPU3HAKOB, MOCTPOEHME BEKTOPOB NPU3HAKOB. [laHHble 6blin
NoNy4YeHbl C NOMOLLBIO aBTOMATU3MPOBAHHOTO cbopa MHGOPMALMK U3 OTKPbITBIX UCTOYHUKOB C
NMOMOLLBIO CKPUNTA. JKCMEepUMeHTa/bHble pe3y/ibTaTbl MOKasbiBaloT, YTO KAaccudukaTop Ha
OCHOBeE /IOFMCTUYECKOM perpeccun obecneunsaet HaunyyLwme pesynbTaTbl NPOU3BOAUTENBHOCTH
No CpPaBHEHWIO C APYrMMW BUOAMU anropuTMOB. Bblav nonydeHbl nokasatenn 3dbpekTMBHOCTM
KaK[0ro anropmMTmMa, 4To AaeT Ham BbINOJHUTb CPAaBHUTE/IbHBIN aHANN3 MEXAY HUMU.
Kntouesbie cnosa: MaliMHHOe obyyeHue, KnaccuduKauma TEKCTOB, METOA, ONOPHbIX BEKTOPOB,
noructuueckas perpeccusa, KNN, NLP, npeaobpaboTka, upessblyaliHble cUTyaLmn.
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